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ABSTRACT

This paper presents a review on modern technoladjgct HADOOP, which is used for managing very large
amount of data. Multi Peta-byte Data sets becontedlenge for companies to process effectively affitiently.
Conversation about Big Data for very long withouming into the elephant in the room is not possililis complex to
have the data at distributed locations to prodessthis a solution is needed i.e. open Source Bpaicense: HADOOP.

It stores enormous data sets across distributextectiof servers and then running “distributed’lgsia applications in
each cluster. Data applications will continue tm mven when individual servers or cluster fails.dbfap is almost
completely modular, that allow swap out almost ahits components for a different software tool do¢he flexibility of

architecture.
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INTRODUCTION

Hadoop is an open source framework for processitgying and analyzing massive amounts of distrihute
unstructured data. Originally created by Doug @gttat Yahoo®, Hadoop was inspired by MapReducesea-defined
function developed by Google in early 2000s foreixidg the Web. It was designed to handle petatgmtelsExabyte’s of
data distributed over multiple nodes in parallehddop is now a project of the Apache Software Fatiad, where
hundreds of contributors continuously improve theectechnology. Fundamental concept: Rather thaugibg away at
one, huge block of data with a single machine, ldadbreaks up Big Data into multiple parts so eaaht pan be
processed and analyzed at the same time. Hadoaeid for searching, log processing, recommendaigtems,
analytics, video and image analysis, data reteftlors used by the top level apache foundatiofegtplarge active user

base, mailing lists, users groups, very active ldgwaent, and strong development teams.
COMPONENTS OF HADOOP

The Hadoop is consists of various components agites below:
Hadoop Distributed File System

HDFS, the storage layer of Hadoop, is a distributezhlable, Java-based file system adept at stdairggp
volumes of unstructured data.
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MapReduce

MapReduce is a software framework that serves eaxdmpute layer of Hadoop. MapReduce jobs are elivid
into two (obviously named) parts. The “Map” functidivides a query into multiple parts and procesk®a at the node

level. The “Reduce” function aggregates the resflthe “Map” function to determine the “answer”ttee query.
Hive

Hive is a Hadoop-based data warehousing-like fraonkwriginally developed by Facebook. It allows nssto
write queries in a SQL-like language called HiveQihich are then converted to MapReduce. This all&GL
programmers with no MapReduce experience to usewdnehouse and makes it easier to integrate witkinbas
intelligence and visualization tools such as Mitrategy, Tableau, Revolutions Analytics, etc. Pigtih is a
Hadoop-based language developed by Yahoo. It &ively easy to learn and is adept at very deepy leng data
pipelines (a limitation of SQL)

HBase

HBase is a non-relational database that allowddarlatency, quick lookups in Hadoop. It adds tetonal

capabilities to Hadoop, allowing users to condyntaies, inserts and deletes. EBay and FacebodkBesse heavily.
Flume

Flume is a framework for populating Hadoop withadaDozie is a workflow processing system that lessrs
define a series of jobs written in multiple langesguch as Map Reduce, Pig and Hive then intetligénk them to one
another.

Sqoop

Sqoop is a connectivity tool for moving data froonfHadoop data stores such as relational datalaaskdata

warehouses into Hadoop.
HCatalog

HCatalog is a centralized metadata managementtarthg service for Apache Hadoop.
BigTop

BigTop is an effort to create a more formal proces$ramework for packaging and interoperabilitgtieg of

Hadoop’s sub-projects and related components Wwétgbal improving the Hadoop platform as a whole.
Oozie

Oozie allows users to specify, for example, thatdicular query is only to be initiated after sified previous

jobs on which it relies for data are completedniéus a framework for populating Hadoop with data.
Ambari

Ambari is a web-based set of tools for deployingmaistering and monitoring Apache Hadoop clustéss.

development is being led by engineers from Hortonka, which include Ambari in its Horton works D&#tform.
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Avro

Avro is a data serialization system that allowsencoding the schema of Hadoop files. It is adéptesing data
and performing removed procedure calls. Mahoutdata mining library. It takes the most popularadaining algorithms

for performing clustering, regression testing atadistical modeling and implements them using trepNReduce model.
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Figure 1. Components of Hadoop
WORKING OF HADOOP ARCHITECTURE

Hadoop is designed to run on a large number of inastthat do not share any memory or disks. Thanseve
can buy a whole bunch of commodity servers, slamtin a rack, and run the Hadoop software on eaeh \When we
need to load all of the organization’'s data intadbtap, the software bust that data into pieces bed spreads across
different servers. There is no single place whheeresidency of data can be predicted. Hadoop keagls of where the
data resides. As there are multiple copy storahgifserver that goes offline or dies, it can bematically replicated from
a known good copy. In a centralized database systeimsimilar to one big disk connected to foureight or 16 big
processors. But that is as much horsepower as gouiing to bear. In a Hadoop cluster, every onthae servers has
two or four or eight CPUs. The indexing job carnrbe by sending the code to each of the dozensreéein the cluster,

and each server operates on its own little piedbefiata.

Results are then delivered back in a unified whatehitecturally, the reason to deal with lots aftal is because
Hadoop spreads it out. And the reason for askingplicated computational questions is because ofoflthese
processors, working in parallel, harnessed togetdadoop implements a computational paradigm namep/Reduce,
where the application is divided into many smalgiments of work, each of which may be executee-@xecuted on any
node in the cluster. In addition, it provides atrilisited file system (HDFS) that stores data on ¢benpute nodes,
providing very high aggregate bandwidth acrosscthster. Both Map/Reduce and the distributed fijlstsm are designed
so that node failures are automatically handledheyframework. Hadoop Common is a set of utilitiest support the
other Hadoop subprojects. Hadoop Common includkes $ystem, RPC, and serialization libraries. Thg-Zishows a

muti-node Hadoop cluster structure.
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Figure 2: Multi-Node Hadoop Cluster

REQUIREMENT OF HADOOP

The Hadoop technology can be implemented in nunseapplications. But some of the major applicatiareslisted

below:

» Batch data processing, not real-time / user fageng. Document Analysis and Indexing, Web Graphd an

Crawling).
» Highly parallel data intensive distributed applioas.

» Very large production deployments (GRID) procegs ff unstructured data. When the processing csitydze

made parallel.

HADOOP USERS

The companies like Adobe®, Alibaba®, Amazon®, AOEacebook, Google and IBM are using Hadoop

technology. Apache, Cloudera® and Yahoo® are thimeantributors for Hadoop.

CONCLUSIONS

The Hadoop Distributed File System (HDFS) is aritisted file system designed to run on commoditydhare.
Hadoop is designed to run on cheap commodity haelwhautomatically handles data replication andenfailure. It
does the hard work — we can focus on processirdpta, Cost Saving and efficient and reliable datxgssing. It has
many similarities with existing distributed file sgms. However, the differences from other distaluile systems are
significant. HDFS is highly fault-tolerant and iggigned to be deployed on low-cost hardware. HDF®iges high
throughput access to application data and is deifal applications that have large data sets. HBH&es a few POSIX
requirements to enable streaming access to fileesyslata. HDFS was originally built as infrastruetdior the Apache

Nutch web search engine project. HDFS is part @/Apache Hadoop Core project.
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